# EXISTENCE AND UNIQUENESS OF THE SOLUTIONS TO NEUTRAL STOCHASTIC FUNCTIONAL DIFFERENTIAL EQUATIONS WITH NON-LIPSCHITZ COEFFICIENTS 


#### Abstract

This article presents results on existence and Uniqueness of mild solutions to stochastic neutral functional differential equations(SNFDEs) under non- Lipschitz condition withLipschitz condition being considered as a special case and a weakened linear growth condition. The solution is constructed by the successive approximation.Some results in Govindan $[3,4]$ are generalized to cover a class of more general SNFDEs
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## 1. Introduction

The study of existence and uniqueness of mild solutions of SNFDEs due to their range of applications in various sciences such as physics, mechanical engineering, control theory and economics where in, quite often the future state of such systems depends not only on the present state but also on its past history leading to SNFDEs rather than SDEs. Mao
[5] discussed this kind SNFDEs is the following neutral SFDEs with finite delay which could be used in chemical engineering and aero elasticity introduce in kolmanovskil and myshkis [5].Under the global Lipschitz and linear growth condition Taniguchi [10] Luo [6] considered the existence and Uniqueness of mild solutions to SPFDEs

Motivated by the above papers, in this work we aim to extend the existence and Uniqueness of mild solution to cover a class of more general SNFDEs under a non -Lipschitz condition with the Lipschitz condition being regarded as a special case and a weakened linear growth condition.

## 2.Preliminary results

Let $\{\Omega, \mathcal{F}, \mathfrak{p}\}$ be a complete probability space equipped with some filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ satisfying the usual conditions(i.e., it is righ continuous and f0 contains all p-null sets). Let $\mathrm{h}, \mathrm{k}$ be two real separable Hilbert spaces and we denote by $\langle., .\rangle_{H},\langle., .\rangle_{k}$ their inner products and by $\|.\|_{H}\|.\|_{K}$ their vector norms, respectively. We denote by $\mathcal{L}(K, H)$ the set of all linear bounded operators from K into H , equipped with the dual operator $\|$.$\| . In this paper, we always use the$ same symbol $\|$.$\| to denote norms of operators regardless of the spaces potentially involved when no confusion possibly$ arises. Let $\tau>0$ and $\mathrm{C} \equiv \mathrm{C}([-\tau, 0] ; H)$ denote the family of all continuous H - valued functions $\varphi$ defined on $[-\tau, 0]$ with $\operatorname{norm}\|\varphi\|_{C}=\sup _{-r \leq \theta \leq 0}\|\varphi(\theta)\|_{H}$.

We denote by $\{\mathrm{W}(\mathrm{t}), \mathrm{t} \geq 0\}$ a K - valued $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ - Wiener process defined on the probability space $\{\Omega, \mathcal{F}, \mathfrak{p}\}$ with covariance operator Q . i.e.,
$\mathrm{E}\langle w(t), x\rangle \mathrm{E}\langle w(t), x\rangle_{k}\langle w(t), y\rangle_{k}=(\mathrm{t} \wedge s)\langle Q x, y\rangle_{k}, \forall x, y \in \mathrm{~K}$,
Where Q is a positive, self - adjoint, trace class operator $\mathrm{o} \geq 0\} \mathrm{nK}$, In particular, we call such $\{\mathrm{W}(\mathrm{t}), t \geq \mathrm{o}\}$ a $\mathrm{K}-$ valued Q -Wiener process relative to $\left[\mathcal{F}_{t}\right\}_{t \geq 0}$. According to Da, Prato [2], Proposition 4.1, P87], $\mathrm{W}(\mathrm{t})$ is defined by
$\mathrm{W}(\mathrm{t})=\sum_{n=1}^{\infty} \sqrt{\lambda_{n}} \beta_{n}(t) e_{n,} \quad t \geq 0$
Where $\beta_{n}(t)(\mathrm{n}=1,2,3 \ldots \ldots)$ is a sequence of real standard Brownian motion s mutually independent on the probability space $\{\Omega, \mathcal{F}, \mathcal{P}\},\left(\lambda_{n}, n \in N\right)$ are the eigenvalues

That $Q e_{n}=\lambda_{n} e_{n,}, \quad \mathrm{n}=1,2,3, \ldots$.
In order to define stochastic integral with respect to the Q - Wiener process 9 t$)$, we introduce the subspace $K_{0}=Q^{\frac{1}{2}}(t)$ of K , which endoed with the inner product,

$$
\langle u, v\rangle_{k_{0}}=\left\langle Q^{-\frac{1}{2}} u, Q^{-\frac{1}{2}} v\right\rangle_{k},
$$

is a Hilbert space. Let $\mathcal{L}_{2}^{0}=\mathcal{L}_{2}\left(K_{0}, H\right)$ denote the space of all Hilbert-Schmidt operators from $K_{0}$ into $H$. It turns out to be a separable Hilbert space, equipped with the norm

$$
\|\psi\|_{\mathcal{L}_{2}^{0}}^{2}=\operatorname{tr}\left(\left(\psi Q^{\frac{1}{2}}\right)\left(\psi Q^{\frac{1}{2}}\right)^{*}\right)
$$

For any $\in \mathcal{L}_{2}^{0}$. Clearly, for any bounded operators $\psi \in \mathcal{L}(K, H)$, this norm reduces to $\|\psi\|_{\mathcal{L}_{2}^{0}}^{2}=\operatorname{tr}\left(\psi Q \psi^{*}\right.$. Let $\emptyset:$ $(0, \infty) \rightarrow \mathcal{L}_{2}^{0}$ be a predictable, $\mathcal{F}_{t}$-adapted such that

$$
\int_{0}^{t} E\|\emptyset(s)\|_{\mathcal{L}_{2}^{0}}^{2} d s<\infty
$$

Then, we can define the H- valued stochastic integral

$$
\int_{0}^{t} \varnothing(s) d w(s)
$$

Which is a continuous square integrable martingale. For that construction, see Da. Prato [2], P. 90-96].
We are concerned with the SNFDE
$d\left[X(t)-G\left(X_{t}\right)\right]=f\left(t, X_{t}\right) d t+g\left(t, X_{t}\right) d B(t) . \mathrm{T} \geq 0$
With the initial condition $\mathrm{X}(\mathrm{t})=\xi(t) \in \mathcal{C}_{\mathcal{F}_{0}}^{b}([-\tau, 0] ; H)$, which denote the family of all almost surely bounded, $\mathcal{F}_{0^{-}}$ measurable, $\mathrm{C}([-\tau, 0] ; H)$ - valued random variables, and where $X_{t}=\{X(t+\theta):-\tau \leq \theta \leq 0\}$ can be regarded as a $\mathrm{C}([-\tau, 0] ; H)$ - valued stochastic process. Moreover, the mappings $G, \mathrm{~F}: \mathbb{R}^{+} \times \mathrm{C}([-\tau, 0] ; H) \rightarrow \mathrm{H}$ and $\mathrm{L}: \mathbb{R}^{+} \times$ $([-\tau, 0] ; H) \rightarrow \mathcal{L}(K, H)$ are measurable, respectively.

For convenience, we recall from[8] the mild solution to (2.1) as follows
Definition:
A stochastic process $\{\mathrm{X}(\mathrm{t}), \mathrm{t} \in[0, T]\}, 0 \leq T<\infty$. $=$ is called a mild solution to (2.1) if
(i) $\mathrm{X}(\mathrm{t})$ is adapted to $\mathcal{F}_{t}$ and continuous in t almost surely;
(ii)For arbitrary $\mathrm{t} \in[0, T], \mathrm{P}\left\{\omega: \int_{0}^{t}\|X(t)\|_{H}^{2} d s<\infty\right.$. $\}=1$ and almost surely
$\mathrm{X}(\mathrm{t})=\mathrm{T}(\mathrm{t})[\xi(0)+G(0, \xi)\}-G\left(t, X_{t}\right)-\int_{0}^{t} T(t-s) F\left(s, X_{s} d s\right)-\int_{0}^{t} T(t-s) L\left(s, X_{s}\right) d w(s)$
To guarantee the existence and uniqueness of a mild solution to (2.1), the following much weaker conditions, instead of global Lipschitz and linear growth condition, are described.
(H1) The mappings $\mathrm{F}(\cdot)$ and $\mathrm{L}(\cdot)$ satisfy the following non-Lipschitz condition: for any $\xi, \eta \in H$ and $t \geq$ $0,\|F(t, \xi)-F(t, \eta)\|_{H}^{2}+\|L(t, \xi)-L(t, \eta)\|_{\mathcal{L}_{2}^{0}}^{2} \leq k\left(\|\xi-\eta\|_{c}^{2}\right.$,

Where $\mathrm{k}(\cdot)$ is a concave non decreasing function from $\mathbb{R}^{+}$to $\mathbb{R}^{+}$such that $\mathrm{k}(0)=0, \mathrm{k}(\mathrm{u})>0$ for $\mathrm{u}>0$ and $\int_{0^{+}} \frac{d u}{k(u)}=$ $\infty$, e.g., $\mathrm{k}(\mathrm{u}) \sim u^{\alpha}, \frac{1}{2}<\alpha<1$.
(H2)There is an $\mathrm{M}>0$ such that

$$
\sup _{0 \leq t \leq \infty}\left(\|F(t, 0)\|_{H}^{2} \vee\|L(t, 0)\|_{\mathcal{L}_{2}^{0}}^{2} \leq M .\right.
$$

(H3) The mapping $\mathrm{G}(\mathrm{t}, \mathrm{x})$ satisfies that there exist number $\alpha \in[0,1]$ and $k_{1} \geq 0 \geq$ such that. For any $\xi, \eta \in H$ and $t \geq 0, \mathrm{G}(\mathrm{t}, \mathrm{x}) \in \mathfrak{D}\left((-A)^{\alpha}\right.$ and $\left\|(-A)^{\alpha} G(t, \xi)-(-A)^{\alpha} G(t, \eta)\right\|_{H} \leq k_{1}\|\xi-\eta\|_{c}$.

We further assume that $\mathrm{G}(\mathrm{t}, 0) \equiv 0$ for $t \geq 0$.
Since $\mathrm{T}(\mathrm{t}), \mathrm{t} \geq 0$. Is an analytic semigroup with the infinitesimal generator A such that $0 \in$ for any $\rho(A)$,then under somecircumstances it is possible to define the fractional power $(-A)^{\alpha}$ for any $\alpha \in[0,1]$ which is a closed operator with its domain $\mathfrak{D}\left((-A)^{\alpha}\right.$

In the sequel, to show our main results the following three lemmas.
Lemma 2.1 (Caraballo [1], Lemma 1). For $u, v \in H$, and $0<c<1$,

$$
\|u\|_{H}^{2} \leq \frac{1}{1-c}\|u-v\|_{H}^{2}+\frac{1}{c}\|v\|_{H}^{2}
$$

Lemma 2.2(Pazy[9,Theorem 6.13, p. 74]). Let the assumption (H1) hold. Then for any $\beta \in(0$,$] and \mathrm{x} \in \mathfrak{D}\left((-A)^{\beta}\right.$, $\mathrm{T}(\mathrm{t})(-A)^{\beta} x=(-A)^{\beta} \mathrm{T}(\mathrm{t}) x$

And there exists a positive constant $\mathrm{M}_{\beta}$ such that for any $\mathrm{t}>0$

$$
\left\|(-A)^{\beta} T(t)\right\| \leq \mathrm{M}_{\beta} t^{-\beta} e^{-\gamma t},
$$

Lemma 2.3[7: Let $\mathrm{T}>0$ and $\mathrm{c}>0$. Let $\mathrm{k}: \mathbb{R}^{+}$to $\mathbb{R}^{+}$be a continuous nondecreasing function such that $\kappa(\mathrm{t})>0$ for all $\mathrm{t}>0$. Let $\mathrm{u}($.$) be a Borel measurable bounded nonnegative function \mathrm{n}[0, \mathrm{~T}]$. If

$$
u(t) \leq c+\int_{0}^{t} v(s) k(u(s)) d s \text { for all } 0 \leq t \leq \mathrm{T}
$$

Then

$$
\mathfrak{u}(t) \leq J^{-1}\left(J(c)+\int_{0}^{t} \mathfrak{v}(s) d s\right)
$$

holds for all such $t \in[0, T]$ that

$$
J(c)+\int_{0}^{t} \mathfrak{p}(s) d s \in \operatorname{Dom}\left(J^{-1}\right)
$$

where $J(r)=\int_{0}^{r} d s / k(s)$,on $\quad \mathrm{r}>0$, and $J^{-1}$ is the inverse function of $J$. In Particular, $\quad i f, \mathrm{c}=0$ and $\int_{0^{+}}^{r} d s / \kappa(s)=\infty$,then $\mathfrak{u}(t)=0$ for all $\mathrm{t} \in[0, \mathrm{~T}]$
3.Existence and uniqueness

In this section, we start to study the existence and uniqueness of mild solutions tp SNFDEs under the non-Lipschitz condition and a weakened linear growth condition. To complete our main results, we need to prepare several lemmas which will be utilized in the sequel.

Introduce the following successive approximating procedure: for each integer $\mathrm{n}=1,2,3 \ldots \ldots$
$X^{n}(\mathrm{t})=\mathrm{T}(\mathrm{t})[\xi(0)+G(0, \xi)\}-G\left(t, X_{t}\right)-\int_{0}^{t} T(t-s) F\left(s, X^{n-1}{ }_{s} d s\right)+\int_{0}^{t} T(t-s) L\left(s, X^{n-1}{ }_{s}\right) d w(s) \quad$ (3.1)
and for $\mathrm{n}=0$,

$$
x^{0}(t)=S(t) \xi(0), \mathrm{t} \in[0, \mathrm{~T}] .
$$

While for $\mathrm{n}=1,2, \ldots \ldots$.

$$
x^{n}(t)=\xi(t), \mathrm{t} \in[-\tau, \mathrm{T}] .
$$

Lemma 3.1 : Let the hypothesis (H1)- (H3) hold and $\mathrm{K}<1$. Then there is a positive constant $C_{1}$, which is independent ofn $\geq 1$, such that for any $t \in[0, T]$,
$\mathbb{E}_{0 \leq t \leq T}\left\|x^{n}(t)\right\|^{2} \leq C_{1}$.
Proof:For0 $\leq t \leq T$, it follows easily from (3.1) that
$\mathbb{E} \sup _{0 \leq t \leq T_{\text {sup }}}^{\| x^{n}(t)+G\left(t, X_{t}^{n} \|_{H}^{2}\right.}$
$\leq 3 \mathbb{E} \sup _{0 \leq t \leq T} \| T(t)\left(\xi(0)+G(0, \xi)\left\|_{H}^{2}+3 \mathbb{E} \quad \sup _{0 \leq t \leq T}\right\| \int_{0}^{t} T(t-s) F\left(s, X_{s}^{n-1} d s \|^{2}\right.\right.$
$+3 \mathbb{E} \begin{aligned} & \sup _{0 \leq t \leq T}\left\|\int_{0}^{t} T(t-s) L\left(s, X_{s}^{n-1}\right) d w(s)\right\|_{H}^{2}, ~\end{aligned}$
$+3 \mathrm{I}_{1}+\mathrm{I}_{2}+\mathrm{I}_{3}$ ). (3.3)
Note from [11] that $(-A)^{-\alpha}$ for $0<\alpha \leq 1$ is a boundedOperator.Employing the assumption (H3) results with
$\mathrm{I}_{1} \leq M_{1}(1+k)^{2} \mathrm{E}\|\emptyset\|_{C}^{2}$ Where $M_{1}=\sup _{0 \leq t \leq T}\|T(t)\|^{2}$
On the other hand, in view of (H2), we obtain from the Holder's inequality that

$$
\begin{align*}
& \quad \mathrm{I}_{2} \leq T \mathbb{E}_{0 \leq t \leq T} \sup _{0}^{t}\left\|T(t-s) F\left(s, X_{s}^{n-1}\right)-F(s, 0)+F(s, 0)\right\|_{H}^{2} d s \\
& \left.\leq T K^{2} \int_{0}^{T} E\left\|X_{s}^{n}\right\|_{c}^{2} d s 1\right) \tag{3.5}
\end{align*}
$$

Next by (Liu [8,Theorem 1.2.6, p 14], together with (H1) there exists a constant $C_{1}>0$ such that

$$
\begin{equation*}
\mathrm{I}_{3} \leq C_{1} \int_{0}^{T} E\left\|H\left(s, X_{s}^{n-1}\right)-H(s, 0)+H(s, 0)\right\|_{\mathcal{L}_{2}^{0}}^{2} d s \tag{3.6}
\end{equation*}
$$

$\leq 2 C_{1}\left[M T+\int_{0}^{T} E_{k}\left\|X_{s}^{n-1}\right\|_{c}^{2} d s\right]$
Since $\kappa(u)$ is concave on $\mathrm{u} \geq 0$, there is a pair of positive constants $\mathrm{a}, \mathrm{b}$ such that

$$
\begin{equation*}
\kappa(u) \leq a+b u . \tag{3.7}
\end{equation*}
$$

Putting (3.3) to (3.6) into (3.2) yields that, for some positive constants $\mathrm{C}_{2}$ and $\mathrm{C}_{3}$,
$\mathbb{E} \sup _{0 \leq t \leq T} \| x^{n}(t)+G\left(t, X_{t}^{n} \|_{H}^{2}\right.$

$$
\begin{equation*}
\leq C_{2}+C_{3} \mathbb{E} \int_{0}^{T} E\left\|X_{s}^{n-1}\right\|_{c}^{2} d s \tag{3.8}
\end{equation*}
$$

While for $K<1$ By Lemma 2.1,
$\mathbb{E} \sup _{0 \leq t \leq T}\left\|x^{n}(t)\right\|_{H}^{2} \leq \frac{C_{2}}{(1-k)^{2}}+\left[\frac{C_{2} T}{(1-k)^{2}}+\frac{K}{1-k}\right] E\|\varnothing\|_{c}^{2}+\frac{2 C_{2}}{1-k} \int_{0}^{T} \sup _{0 \leq \theta \leq s\left\|X^{n-1}(\theta)\right\|_{H}^{2} d s}$
Observing that

$$
\max _{1 \leq n \leq \kappa} \mathbb{E} \sup _{0 \leq t \leq T}\left\|x^{n-1}(t)\right\|^{2} \leq \mathbb{E}\|\varphi\|_{C}^{2}+\max _{1 \leq n \leq \kappa} \mathbb{E} \sup _{0 \leq t \leq T}\left\|x^{n}(t)\right\|_{H}^{2}
$$

Allows for some positive constants $C_{3}$ and $C_{4}$

$$
\max _{1 \leq n \leq \kappa} \mathbb{E} \sup _{0 \leq t \leq T}\left\|x^{n}(t)\right\|_{H}^{2} \leq C_{3}+C_{4} \mathbb{E} \int_{0}^{T} \max _{1 \leq n \leq \kappa} \mathbb{E} \sup _{0 \leq \theta \leq s}\left\|x^{n}(t)\right\|_{H}^{2} d s
$$

Now, the application of the well-known Gronwall's inequality yields that

$$
\max _{1 \leq n \leq k} \mathbb{E} \sup _{0 \leq t \leq T}\left\|x^{n}(t)\right\|^{2} \leq \mathrm{C} 3+e^{\mathrm{C} 4 \mathrm{~T}}
$$

Since K is arbitrary the required assertion 3.3 directly follows.
Lemma 3.2 : Let the condition (H1)-(H3) be satisfied. For $\alpha \in\left(\frac{1}{2}, 1\right]$, further assume that

$$
\frac{3 \mathrm{~K}_{1}^{2} \mathcal{M}_{1-\alpha}^{2} \gamma^{-2 \alpha} \mathrm{~T}^{2 \alpha-1}}{1-\mathrm{K}_{1}\left\|(-A)^{-\alpha}\right\|}+\mathrm{K}_{1}\left\|(-A)^{-\alpha}\right\|<1,(3.9)
$$

where $(\cdot)$ is the Gamma function and $\mathrm{M}_{1-\alpha}$ is a constant in Lemma 2.3. Then there exists a positive constant $\overline{\mathrm{C}}$ such that, for all $0 \leq t \leq T$ and $\mathfrak{n}, \mathfrak{m} \geq 0$

Let the conditions H 1 to H 3 be satisfied we further assume that $\mathrm{K}<1$,
there exists a positive constant $\overline{\mathrm{C}}$ such that, for all $0 \leq t \leq T$ and $\mathfrak{n}, \mathfrak{m} \geq 0$

$$
\begin{equation*}
\mathbb{E} \sup _{0 \leq s \leq T}\left\|x^{\mathfrak{n}+\mathfrak{m}}(s)-x^{\mathfrak{n}}(s)\right\|_{H}^{2} \leq \overline{\mathrm{C}} \int_{0}^{t} \kappa\left(\mathbb{E} \sup _{0 \leq s \leq T}\left\|x^{\mathfrak{n}+\mathfrak{m}-1}(s)-x^{\mathfrak{n}-1}(s)\right\|_{H}^{2}\right) d s \tag{3.10}
\end{equation*}
$$

Then there exists a positive constant $\overline{\mathrm{C}}$ such that for all $0 \leq t \leq T$ and $\mathfrak{n}, \mathfrak{m} \geq 1$
Proof:
It is easy to see that for any $0 \leq t \leq T$,

$$
\mathbb{E} \sup _{0 \leq s \leq T}\left\|x^{\mathfrak{n}+m}(s)-x^{\mathfrak{n}}(s)+G\left(s, X_{s}^{n+m}(s)-G\left(s, X_{s}^{n}(s)\right)\right)\right\|_{H}^{2}
$$

$\leq 2 \mathbb{E} \sup _{0 \leq s \leq T}\left\|\int_{0}^{s} R(s-l)\left[F\left(l, X_{l}^{n+m-1}, F\left(l, X_{l}^{n-1}\right)\right)\right] d l\right\|_{H}^{2}+2 \mathbb{E} \sup _{0 \leq s \leq T} \| \int_{0}^{s} R(s-$
$l)\left[F\left(l, X_{l}^{n+m-1}, F\left(l, X_{l}^{n-1}\right)\right)\right] d w(l) \|_{H}^{2}=J_{1}+J_{2}$
Moreover, Lemma 3.1 and (H3) imply that
$\mathbb{E} \sup _{0} \leq s \leq T T^{\|} x^{\mathfrak{n}+\mathfrak{m}}(s)-x^{\mathfrak{n}}(s)\left\|_{H}^{2} \leq \frac{1}{1-k} \mathbb{E} \sup _{0 \leq s \leq T}\right\| x^{\mathfrak{n}+\mathrm{m}}(s)-x^{\mathfrak{n}}(s)+G\left(s, X_{s}^{n+m}(s)-G\left(s, X_{s}^{n}(s)\right)\right) \|_{H}^{2}+\mathrm{K}$
$\mathbb{E}_{0 \leq s \leq T} \sup ^{\| x^{\mathfrak{n}+\mathfrak{m}}}(s)-x^{n}(s) \|_{H}^{2}$

$$
\leq \frac{C 5}{1-k} \int_{0}^{s} \lambda\left(\mathbb{E} \sup _{0 \leq s \leq T}\left\|x^{\mathfrak{n}+\mathfrak{m}-1}(l)-x^{\mathfrak{n}-1}(l)\right\|_{H}^{2}\right) d s+\mathbb{E} \sup _{0 \leq s \leq T}\left\|x^{\mathfrak{n}+\mathfrak{m}}(s)-x^{\mathfrak{n}}(s)\right\|_{H}^{2}
$$

So the desired assertion (3.10) follow from (3.9)
It is possible now to state our main result.
Theorem3.1. Under the conditions of Lemma 3.2, then Eq.(1.1) admits a unique mild solution.

## Proof.

Uniqueness:Let x and y be two mild solutions to equation (1.1).In the same way as Lemma 3.3 was done, we can show that for some $\overline{\mathrm{K}}>0$

$$
\mathbb{E} \sup _{0 \leq t \leq T}\|x(s)-y(s)\|_{H}^{2} \leq \overline{\mathrm{K}} \int_{0}^{t} \kappa \mathbb{E} \sup _{0 \leq t \leq T}\|x(s)-y(s)\|_{H}^{2} d s
$$

This together with Lemma 3.1 leads to

$$
\mathbb{E} \sup _{0 \leq t \leq T}\|x(s)-y(s)\|_{H}^{2}=0
$$

Which further implies $\mathrm{x}(\mathrm{t})=\mathrm{y}(\mathrm{t})$ almost surly for any $0 \leq t \leq T$
Existence:By Lemma 3.2 there exists a positive $\overline{\mathrm{C}}$ such that $0 \leq t \leq T \mathrm{n}, \mathfrak{m} \geq 1$,

$$
\mathbb{E} \sup _{0 \leq s \leq t^{\|} x^{\mathrm{n}+1}(s)-x^{m+1}(s) \|_{H}^{2} \leq \bar{C} \int_{0}^{t} \kappa\left(E \sup _{0 \leq s \leq t}\left\|x^{\mathrm{n}}(u)-x^{m}(u)\right\|_{H}^{2}\right) d s . . . . ~}^{\text {. }}
$$

Integrating both sides and applying Jensen's inequality gives that

$$
\int_{0}^{t} \mathbb{E} \quad \sup _{0 \leq l \leq s^{\| x^{n+1}}(s)-x^{m+1}(s) \|_{H}^{2} d s}
$$

$$
\leq \overline{\mathrm{C}} \int_{0}^{t} \int_{0}^{s} \kappa\left(\mathbb{E} \quad \sup _{0 \leq u \leq s}\left\|x^{\mathfrak{n}}(u)-x^{m}(u)\right\|_{H}^{2}\right) d l d s
$$

$$
=\bar{C} \int_{0}^{t} s \int_{0}^{s} \kappa\left(\mathbb{E} \quad \sup _{0 \leq u \leq s}\left\|x^{\mathfrak{n}}(u)-x^{m}(u)\right\|_{H}^{2}\right) \frac{1}{s} d l d s
$$

$\leq \overline{\mathrm{C}} t \int_{0}^{t} \kappa\left(\int_{0}^{s} \mathbb{E} \sup _{0 \leq u \leq s}\left\|x^{\mathfrak{n}}(u)-x^{m}(u)\right\|_{H}^{2} \frac{1}{s} d l\right) d s$.
Then

$$
h_{n+1, m+1}(t) \leq \overline{\mathrm{C}} \int_{0}^{t} \kappa\left(h_{n, m}(s)\right) d s
$$

where

$$
h_{n, m}(t)=\frac{\int_{0}^{t} \mathbb{E} \sup _{0 \leq l \leq s}\left\|x^{\mathfrak{n}+1}(l)-x^{m+1}(l)\right\|_{H}^{2} d s}{t}
$$

While by Lemma 2.3, it is easy to see that
$\sup _{n, m} h_{n, m}(t)<\infty$, so letting $\mathrm{h}(\mathrm{t}):=\limsup p_{n, m \rightarrow \infty} h_{n, m}(t)$ and taking into account the Fatou's lemma,we yield that

$$
h(t) \leq \bar{C} \int_{0}^{t} \kappa(h(s))
$$

Now, applying the Lemma 2.3 immediately reveals $\mathrm{h}(\mathrm{t})=0$ for any $\mathrm{t} \in[0, T]$.This further means $\left\{x^{n}(t), n \in \mathbb{N}\right\}$ is a Cauchy sequence in $L^{2}$.so there is a $x \in L^{2}$ such that

$$
\lim _{n \rightarrow \infty} \int_{0}^{t} \mathbb{E} \sup _{0 \leq l \leq s}\left\|x^{n}(s)-x(s)\right\|_{H}^{2} d s=0
$$

Moreover by Lemma 2.2 it is easy to conclude that $\mathrm{E}\|x(t)\|_{H}^{2} \leq \mathrm{C}$. Hence in what follows we claim that $\mathrm{x}(\mathrm{t})$ is a mild solution to equation 3.1. Indeed on one hand (H2), the Holders inequality, according Liu [8], Theorem 1.2.6, P 14, and letting $n \rightarrow \infty$, for $0 \leq t \leq T$, we can also claim, for $t \in[0, T]$, that

$$
\begin{aligned}
& \| \int_{0}^{t} T(t-s)\left[F\left(s, X_{s}^{n-1}-F\left(s, X_{s}\right)\right] d s \|_{H}^{2} \rightarrow 0\right. \\
& \quad \mathrm{E} \| \int_{0}^{t} T(t-s)\left[F\left(s, X_{s}^{n-1}-F\left(s, X_{s}\right)\right] d s \|_{H}^{2} \rightarrow 0\right.
\end{aligned}
$$

On the other hand by applying (H3), we can also claim, for $t \in[0, T]$, that
$\mathrm{E}\left\|G\left(s, X_{s}^{n}\right)-G\left(s, X_{s}\right)\right\|_{H}^{2} \leq K^{2} E \sup _{0 \leq l \leq s}\left\|x^{\mathfrak{n}}(s)-x(s)\right\|_{H}^{2} \rightarrow 0$
Now taking limits in both sides of (3.1) leads for $\mathrm{t} \geq 0$, to
$\mathrm{X}(\mathrm{t})=\mathrm{T}(\mathrm{t})[\xi(0)+G(0, \xi)\}-G\left(t, X_{t}\right)-\int_{0}^{t} T(t-s) F\left(s, X^{n-1}{ }_{s} d s\right)+\int_{0}^{t} T(t-s) L\left(s, X^{n-1}{ }_{s}\right) d w(s)$
This is an illustration that X is a mild solution to of equation (3.1) on [0.T].
Remark 3.1. If $G=0$, that is, $K_{1}=0$, then, obviously, the condition (3.11) must be satisfied. Consequently, our results can be reduced in [3]. In other words, in this special case, we generalize [3].

Remark 3.2
In this work, we consider the existence and uniqueness of mild solutions to SNFDEs under a non-Lipschitz condition with the Lipschitz condition being regarded as a special case and a weakened linear growth assumption. Therefore, some of the results [4] are improved to cover a class of more general SNFDEs.
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